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IMPEDANCE CONTROL OF INDUSTRIAL ROBOTS'I" 

NEVILLE HOGAN 
Department of Mechanical Engineering and Laboratory for Manufacturing and Productivity, Massachusetts 

Institute of Technology, Cambridge, MA 02139, U.S.A. 

Manipulation fundamentally requires the manipulator to be mechanically coupled to the object being manipu- 
lated. A consideration of the physical constraints imposed by dynamic interaction shows that control of a vector 
quantity such as position or force is inadequate and that control of the manipulator impedance is necessary. 
Techniques for planning and control of manipulator behavior are presented which result in a unified approach 
to target acquisition, obstable avoidance, kinematically constrained motion, and dynamic interaction. A feedback 
control algorithm for implementing a cartesian end-point impedance on a nonlinear manipulator is presented. The 
modulation of end-point impedance independent of feedback is also considered. A method for choosing the 
impedance appropriate to a task using optimization theory is discussed. 

NOTATION E* 

Cartesian coordinates H ( ) 
X, Xo, Xto ~ position, commanded position, S 

V ,  V o 

F, Fint, Fext, Fro I 

M , M  

M( ) 

w( ) 

P 
s ( )  
v(  ) 
E(  ) 
D (  ) 
m 
I 
b, bop t 
k, kop t 
Q 
{c] 
E, 

position tolerance 
velocity, commanded velocity 
force, interface force, external 
force, force tolerance 
inertia tensor, workpiece inertia 
tensor 
configuration-dependent inertia 
tensor 
configuration-dependent mobility 
tensor 
generalized momentum 
position dependent forces 
velocity dependent forces 
elastic force field (curl-free) 
dissipative force field (curl-free) 
mass 
inertia 
viscosity, optimum viscosity 
stiffness, optimum stiffness 
objective function 
set of control commands 
kinetic energy 

kinetic coenergy 
Hamiltonian 
strength of zero-mean, Gaussian, 
purely random process 

W work 
Y generalized admittance 
Z generalized impedance 
p 2 weighting coefficient 

Angular coordinates 

0 absolute angle 
co angular velocity 
T ,  Tact, Tin t torque, actuator torque, interface 

torque 
I ( ) configuration dependent inertia 

tensor 
Y ( ) configuration dependent mobility 

tensor 
h generalized momentum 
C ( ) inertial coupling torques (coriolis, 

centrifugal) 
L ( ) position transformation equations 

(linkage kinematics) 
J ( ) velocity transformation matrix 

(Jacobian) 
G ( ) accelerative coupling terms 

"I" This paper brings together material which has been 
presented in part elsewhere, a, 17-19.21, 22 

Acknowledgements -- Portions of the work reported in this 
paper were supported by: NSF Grant No. PFR 7917348, NIHR 
Grant No. G(~ 820 0048, Department of Education, The 
Whitaker Health Sciences Fund, Polaroid Corporation, The 

John and Fannie Hertz Foundation, The Ralph E. Cross (1933) 
Fund, American Can Company, The TRW Foundation Faculty 
Fellowship. This support is gratefully acknowledged. Portions 
of the work were performed in the Eric P. and Evelyn E. 
Newman Laboratory for Biomechanics and Human Rehabili- 
tation, the Acoustics, Vibrations and Machine Dynamics 
Laboratory, and the Laboratory for Manufacturing and 
Productivity. 

97 



98 Robotics & Computer-Integrated Manut~tcturing • Volume 1, Number I, ]'~g4 

INTRODUCTION 

The use of robots for computer-integrated manufacturing 
has focused attention on the problems of mechanical 
manipulation. By any reasonable definition, manipu~ 
lation requires mechanical interaction with the object 
being manipulated, and movement tasks may usefully be 
classified by the magnitude of the mechanical interaction. 
In some cases the interaction forces are negligible, the 
instantaneous mechanical work done by the manipulator 
is negligible, (dW = F dX = 0) and for the purposes ol 
control, the manipulator may be treated as an isolated 
system. The majority of successful applications of indus- 
trial manipulators to date have been restricted to this 
case; examples are spray-painting and welding 44. In 
other cases the interaction forces are not negligible. 
Recent work in robotics has addressed the problem of 
manipulation in the presence of a kinematic constraint 
such as may be encountered during assembly. One 
solution31,36 is to control position along the tangent to the 
constraining surface and to control force along the 
normal. However, the nature of a pure kinematic con- 
straint is such that along the tangent the interaction lbrces 
are zero (F = 0) whereas along the normal into the 
surface the displacements are zero (dX = 0) and again, as 
in the case of free movements, the dynamic interaction is 
zero (dW = F dX = 0). The most general case is that in 
which the dynamic interaction is neither zero nor neglible 
( d W ,  0). Almost all manufacturing operations thll into 
this category: examples include drilling, reaming, 
routing, counterboring, grinding, bending, chipping, 
fettling - -  any task requiring work to be done on the 
environment. The goal of the research reported here is to 
understand and control movement and manipulation in 
the presence of significant dynamic interaction. 

IMPEDANCE CONTROl. 

In the following it will be assumed that the complete 
controlled system is hierarchically organized: a high- 
level supervisory system plans movement tasks and 
presents commands to a lowerqevel (real-time) control- 
ler which operates directly on the manipulator hardware. 
Seen from the perspective of the high-level supervisor the 
control is effectively open-loop. The high-level super 
visor, while it may have access to sensory data, does not 
use that data in an immediate feedback control mode to 
modulate its commands to the lower-level controller 
during an ongoing task. This arrangement is shown in 
Fig. 1. 

This organization has been proposed as a general form 
of control and communication for man/machine 
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Fig. 1. Schematic diagram of the assumed hierarchical control- 
ler structure. 

systems; 4~ it is commonly used in industrial robots; ~' and 
there is evidence that biological motor control systems 
are similarly organized. ~ 

It will further be assumed (without loss of generatityj 
that the controlled manipulator interacts mechanically 
with its environment across a finite number of interaction 
ports. An interaction port is defined by a pair of numbers 
(e.g., lorce and displacement) which fully characterize 
both the energetic and the workless interaction between 
the two systems along a single degree of freedom. An 
example is a manipulator's end-effector: a vector of six 
forces and six displacements fully characterize all 
possible energetic transactions across the end-effector. 
Strictly speaking, there are six ports associated with the 
end-effector, one for each degree of freedom: for 
convenience the entire set will be termed a port. The 
basic philosophy of impedance control is to describe the 
behavior of the physically interacting systems and the 
design of the controller in terms of the variables of the 
interaction port. 

The manipulator is some collection of physical struc- 
tures, actuators and sensors (hardware) combined with 
some set of feedback processors, compensators and 
control algorithms (software). A unified framework for 
considering the action of both hardware and, software is 
obtained by noting that while the controller software may 
moify the apparent behavior of the physical hardware, 
the controlled manipulator is still a physical system 
and must obey the constraints of the real world. As the 
manipulator hardware must obey the constraints of the 
real world the manipulator controller should not attempI 
to violate them. Of all the functions or algorithms oJ 
differential equations which could be implemented in the 
software, only those which yield a behavior seen from the 
interaction port which satisfies the constraints imposed 
on real physical hardware need be considered. 

Along each degree of freedom, power flow between 
an element (or system) and its environment is always 
defined by the product of two conjugate variables, an 
effort (e.g., a force, a voltage) and a flow ie.g., a 
velocity, a current).q L The first important physical 

af The notation and formalism of Paynter's Bond Graphs -'~ 
~7. >~ are used throughout this paper. 
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constraint is that no one system (or element)'may deter- 
mine both variables of a single interaction port; a 
manipulator may impress a force on its environment or 
impose a displcement or velocity on it, but not both. 

The second important physical constraint arises from 
the energetic nature of the dynamic element or system 
connected to the interaction port, which may place 
restrictions on which variables may be defined by which 
system. For example, if one of the interacting systems is 
an inertia, its physical behavior is such that it produces 
motions in response to applied forces and not vice versa. 
The defining property of a (generalized) inertia is storage 
of kinetic energy, the integral of (generalized) velocity 
with respect to (generalized) momentum (see Appendix 
I). The fundamental constitutive equation of a kinetic 
storage element is: 

V = Y(p). (1) 

The only restriction on this relation is that it be integrable 
to define kinetic energy; it need not be invertible. As the 
rate of change of momentum is a function of applied 
force, this element is fundamentally an admittance, a 
system described by a relation, possibly nonlinear and/or 
dynamic, which accepts effort (e.g., force, voltage) 
inputs and yields flow (e.g., motion, current) outputs. 
The dual or conjugate of an admittance is an impedance, 
a relation between flow (motion) inputs and effort (force) 
outputs. The concepts of admittance and impedance are 
commonly used in linear electric circuit theory, but in the 
linear case the distinction between admittance and 
impedance is obscured as one is simply the inverse of the 
other. In the more general nonlinear case the inverse of a 
functional relation need not exist and the distinction 
between admittance and impedance is essential. 

For example, a kinematically constrained linkage is an 
inertial system capable of storing kinetic which may not 
be describable as an impedance. Consider an interaction 
port at the tip of a planar linkage shown in Fig. 2(a). 

The kinematic equations are a transformation from 
joint variables {01, 02} to port variables {X1, X2}: 

X = L(0). (2) 

This transformation may not be invertible (e.g., if 01 - 
02 = nrt, n any integer) and for a given linkage there 
exists a two-dimensional infinity of points in {X1, X2} for 
which no point in {01, 02} exists. As a result, it may not 
be possible to impose an arbitrary displacement (or 
velocity) on the interaction port. On the other hand it is 
always possible to push on it, and the applied force results 
in a torque about the joints given by: 

T = J'(O) F. (3) 

This torque results in a motion of the linkage which in 
turn results in a motion of the end-point. The causal  

cons tra in& becomes even more binding if the linkage 
has more degrees of freedom than the end-point. Con- 
sider the planar linkage shown in Fig. 2(b). In this case, 

×2' 
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X2 

(b) 

Fig. 2. (a) A planar two-member linkage, and (b) a planar three- 
member linkage. 

the inverse transformation never  exists. It may be 
possible to displace the interaction port but this infor- 
mation alone is insufficient to determine the "internal" 
displacements of the mechanism. In contrast, the corres- 
ponding transformation from forces applied at the inter- 
action port to the consequential torques applied to the 
links is always well defined, and the dynamic equations 
can be solved to determine the resulting motion of the end 
point (see Appendix I). This sytem is an admittance. 

As the controlled manipulator (hardware plus soft- 
ware) is subject to physical constraints it must be either 
an impedance (e.g., spring-like behavior - -  motion in, 
force out) or an admittance (e.g., mass-like behavior - -  
force in, motion out). Furthermore, if the environment is 
an admittance the manipulator must be an impedance (or 
vice versa). 

What this means in practical terms is that the con- 
trolled manipulator must assume a behavior which is the 
complement of that of the environment. In virtually all 
practical manipulation problems the behavior of the 
environment as seen by the manipulator is that of an 
admittance, i.e., a mass or a kinematic constraint will be 



100 Robotics & Computer-lntegraled Manufacturing • Volume I, Number I. 1984 

present. Consequently, to ensure compatibility with its 
environment the behavior of the manipulator as seen 
through the interaction port should be that of an im- 
pedance. Although there are many real, practical situ- 
ations in which the environment is such that to a good 
approximation a manipulator may impose displace- 
ments on it (e.g., move a small unconstrained mass 
around), a significant number of practical situations exist 
(e.g., constrained manipulations) in which this manipu- 
lator behavior would be inappropriate or, worse yet. 
damaging. 

An alternative solution might be to change the struc- 
ture and/or parameters of the controller as the conditions 
imposed by the environment change. This would require 
the controller to monitor the environment continuously, 
identify changes, and adapt its own behavior accordingly 
- -  a far-from-trivial task. Changes in the structure and 
parameters of the environment may take place very 
rapidly (consider the transition from free motion to con- 
strained motion as an object comes in contact with a 
surface) and there may not be sufficient time tbr the 
lengthy process of system identification. On the other 
hand, if the controller is structured so that it always 
impresses a force on the environment in relation to its 
motion (that is, it behaves as an impedance) there are no 
practical situations in which its behavior is inappropriate, 
no practical task has been excluded, and the need to 
identify the structure of the environment has been 
reduced. 

It is even more important to note that the assumption 
that the environment is an admittance, e.g. an inertia, is 
sufficient to permit the decomposition of the dynamic 
behavior of the manipulator seen at the interaction port 
into components which may be reassembled by linear 
addition even when the behavior of  any or all o f  the 
components is nonlinear. The net force acting on an 
inertia is a sum (possibly signed) of all of the individual 
forces acting on it. The net impedance coupled to an 
inertia is always a simple sum (unsigned) of the indi- 
vidual impedances coupled to it. 

Because the mechanical interaction with the environ- 
ment will change with different tasks, or even in the 
course of a single task - -  the manipulator may be coupled 
to the environment in one phase and decoupled from it in 
another - -  the behavior of the manipulator should be 
adaptable. The controller should be capable of modu- 
lating the impedance of the manipulator as appropriate 
for a particular phase of a task. Furthermore, just as a 
position-controller is designed to maintain the actual 
output position close to some desired position in the face 
of disturbances and/or parameter changes, the manipu- 
lator controller should be designed to maintain the actual 
interaction-port impedance close to a desired impedance 
in the face of disturbing influences. What is required in 

general is the modulation and control of impedance; ~' ~ 
hence the title of this paper. 

CARTESIAN IMPEDANCE PLANNING 

In conventional manipulator control a high-level 
supervisor plans motions (possibly off-line) and dictates 
the desired values of a vector of interaction port variables 
such as position, velocity or force which a low-level 
(real-time) controller then implements. The supervisor ol 
an impedance-controlled manipulator must likewise 
dictate nominal values for a vector of port variables, but 
must also go a step further to plan the manipulator 
impedance, the dynamic equation describing its inter 
active behavior. 

Cartesian path planning is an effective strategy for 
controlling free (non-interactive) motions of a lnanipu-- 
lator. Simply stated, the procedure is to plan the desired 
motions of the manipulator in terms of the motion of a 
point on the end-effector in cartesian workspace coordi- 
nates. The planned trajectory is then translated into 
actuator coordinates for execution. Algorithms have 
been developed to deal with the fact that the end-effector 
is not a geometric point but has extent and shape and must 
be steered around obstacles and threaded through tight 
spaces. 2s A substantial body of literature has been 
published on methods for implementing a planned 
cartesian path. 35, 36 The approach is widely used in the 
control of industrial manipulators and there is evidence of 
a comparable strategy of motion control in biological 
systems. ~- 3~ 

Mechanical interaction may also be planned and 
controlled in cartesian end-point coordinates. The 
planner assumes that the end-effector impedance 
expressed in cartesian workspace coordinates has a 
conveniently simple form. To ensure dynamic feasibility 
the choice of the simplified form to be assumed during 
planning is based on the dominant dynamic behavior of 
the manipulator. The choice is a tradeoff between 
keeping the complexity of the planning within manage 
able limits while ensuring that planned behavior ad- 
equately reflects the real dynamic behavior of the 
controlled system. As a result it depends both on the 
manipulator itself and on the environment in which it 
operates. For example, a manipulator intended for under~ 
water applications will operate in a predominantly 
viscous environment and it may be reasonable to ignore 
inertial effects during the planning phase. In contrast, a 
manipulator intended for operation in a free-fall orbit will 
encounter a predominantly inertial environment. For 
terrestrial manufacturing applications both gravitational 
and inertial effects are important, and the dominanl 
dynamic behavior is second order in displacement along 
each degree of freedom. 

As the environment is an admittance the manipulator 
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should be an impedance and the simplest form of the 
behavior of the coupled system (manipulator and en- 
vironment) is that of a mass driven by motion-dependent 
forces. When the manipulator is decoupled from its en- 
vironment the terms due to the environmental admittance 
disappear, and in principle the manipulator alone need 
exhibit no mass-like behavior. In practice the uncoupled 
manipulator still has inertia (albeit nonlinear and con- 
figuration-dependent). Thus, in reality, the structure of 
the coupled and uncoupled dynamic equations are similar 
- -  that of an admittance coupled to an impedance. In 
effect, the unavoidable inertial effects of the machine 
structures place a lower limit on the admittance seen by 
the controllable impedance of the manipulator - -  it is 
never zero. There is always an admittance which sums 
both forces and impedances. However, though the in- 
ertial effects may not be eliminated, the apparent inertial 
behavior of the end-point may be modified. 

Most manipulatory tasks are fundamentally described 
in relative coordinates, that is, in terms of displacements 
and rotations with respect to a workpiece, tool or fixture 
whose location in the workspace is not known in advance 
with certainty. As a result, planning is simplified if the 
end-point inertial behavior is modified to be that of a rigid 
body with an inertia tensor which remains invariant 
under translation and rotation of the coordinate axes. 
This is achieved if: 

If the planner is concerned only with the nodic 
component 2t of the manipulator impedance (that which 
can be moved around the workspace) the equations of 
motion may be written in terms of a displacement from a 
commanded position Xo: 

Fin t = F(X ° - X, V ° - V) - MdV/dt. (6) 

Although there are cases in which coupled nonlinear 
viscoelastic behavior is useful, often the position- and 
velocity-dependent terms may be separated: 

F~.~ = S(X o - X) + V(V o - V) - m dV/dt. (7) 

A further simplification is to assume that the position- 
dependent terms are curl-free.t  A potential function is 
then definable which may be interpreted as stored elastic 
energy. A similar set of assumptions permits the 
velocity-dependent terms to be described as a dissipative 
potential field. The dynamics of the end-effector have 
now been reduced to: 

M dV/dt = E(X o - X) + D(V o - V) - F~. t. (8) 

If the environment is a simple rigid body acted on by 
unpredictable (or merely unpredicted) forces, the 
dynamic equations for the environment are: 

M = 

"mOOOOO- 
O m O 0 0 0  
O O m O 0 0  
0 0 0  I 0 0  
0 0 0  0 1 0  
0 0 0 0 0 1  

(4) 

M dV/dt = Fex , + Fin t (9) 

and the coupled equations of motion are: 

( M  e + M)  d V / d t  = E(Xo - X)  + D ( V  o - V) + Fex t . (10) 

This is the inertia tensor of a rigid body such as a cube of 
uniform density. This inertia tensor eliminates the 
angular velocity product terms in the Euler equations for 
the motion of a rigid body 8 and ensures that if the system 
is at rest the applied force and the resulting acceleration 
vectors are co-linear. 

To represent the dominant second-order behavior of 
the system the interface forces due to the manipulator 
impedance depend only on displacement, velocity and 
time: 

Fin t = F(X, V) - M dV/dt (5) 

All of the parameters in this expression are assumed to be 
functions of the set of control commands {c}. 

Because of the simple form of the dynamic equations 
the elastic field and the external forces are sufficient to 
define static stability. Asad# has shown how elastic 
potential fields may be used as the basis of an approach to 
planning stable grasp. Stable equilibrium configurations 
of end-effector and workpiece are defined by finding 
minima of the potential energy function. Gravitational 
forces are readily included by expressing them as a 
potential function and combining it with the potential 
function of the manipulator by simple addition. Note, 
however, that the dynamic stability of the end-effector is 
not guaranteed (that is, in principle, sustained oscil- 
lations are possible). To ensure dynamic stability the 
dissipative field must be chosen appropriately, that is, the 
complete impedance must be planned, not just the elastic 
behavior. 

tFor  each component of S( ) and each component of X, the 
crossed partial derivatives are identical. 
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VIRTUAL INTERACTION 

Because the planned impedance is simple the 
(nominal) behavior of  the manipulator is easily predicted 
and impedance control can be used to advantage even 
when the systems do not physically interact. "Vi r tua l "  
(or non-contact) interaction can be planned in terms of an 
impedance specifying the accelerating forces to be 
applied to the total mechanical admittance as a function of 
the position and velocity of  the end-effector. Successive 
target locations (i.e., a path) may be specified by means 
of a (time-varying) potential field with stable equilibria at 
the target locations. Each single command specifies a 
potential function which is a "va l l ey"  with its bottom at 
the target. This "va l l ey '  is depicted by a map of iso 
potential contours in Fig. 3(a). 

Potential 
energy ~ 

Potential 

PLan 
view 

'l 
i- 

(b) 

(c)  

Fig. 3. Isopotential contour maps of the static component of 
commanded impedances which may be used for: (a) target 
acquisition, (b) obstacle avoidance, and (c) simultaneous target 
acquisition and obstacle avoidance. 

Conversely,  an obstacle or a region in the workspace 
to be avoided may be specified by means of a potential 
field with an unstable equilibrium point at the obstacle. 

The command set specifies a potential function which is 
a " 'hill" centered over the obstacle (see Fig. 3b). 

The target-acquisition command and the obstacle- 
avoidance command could be combined in a number of 
ways, but remember  that the admittance sums the 
impedances. The inevitable inertial behavior of  the end- 
point guarantees the superposition of the components ol 
the impedance-controller action imtependent of th( 
lineario, of the component,~, tt is always possible to plan 
obstacle-avoidance and target-acquisition (or any other 
aspect of  the complete task) independently and then 
combine all commands at execution time by simply 
adding the impedances, in this case the corresponding 
potential fields (see Fig. 3c). 's ~" Of course, neither 
targets nor obstacles need stay fixed in the workspace and 
this approach may be used to make a manipulator avoid 
" ' invaders" ,  objects which may move about the w o r k  
space in an unpredictable (or merely unpredicted) 
manner. ~, ~ 

To be of practical value, the repulsive tbrce fields 
used to control virtual interaction must be nonlinear: the 
repulsive force must drop to zero lk)r sufficiently large 
separations between the end-effector and objects in the 
environment (see Fig. 3b). Note that this is precisely the 
type of non-invertible, nonlinear force/displacement 
behavior for which no inverse (compliance) form exists. 
The concept of  giving the manipulator end-point the 
behavior of a generalized compliance has been discussed 
in the literature under the general heading of "com-  
pliance".  "'compliant motion control" or " force  
control ' ' ~  '" The control strategy presented m this 
paper is considerably more general. If the end-point 
dynamic behavior is expressed as an impedance, the 
above obstacle-avoidance behavior is included as , 
special case. If it were expressed as a compliance lt,r 
more generally, an admittance) this useful behavior 
would be excluded. 

The use of  potential lunctions as commands to a robot 
is similar to the approach used by Khatib es to navigate a 
manipulator through a complicated environment. The 
distinguishing feature (and advantage) of  impedance 
control is that the same controller used to deal with free 
motions can also be used to deal with real mechanical 
interaction. The success of impedance control as a 
unifying framework for dealing with both real interaction 
(kinematically constrained manipulation) and virtual 
interaction (including avoidmg moving " ' invaders"  I has 
been demonstrated by perlorming both of these tasks in 
real time using a spherical coordinate manipulator.:: 
The same controller was used for both tasks and the 
algorithm was simple enough to be implemented using 
g-bit 2 MHz microprocessors (Z-g0, one for each axisi 
for the real-time controller. One example of  the obstaclc- 
awfidance behavior achieved is shown in Fig. 4. 
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Because of the imposed simple form of the dynamic 
equations the visualization, prediction and planning of 
the system behavior has been radically simplified. For 
example, in the absence of external active sources the 
total energy of the system, kinetic plus potential, may 
never increase. This permits easy prediction of the 

under the action of springs and dampers in cartesian 
coordinates. In addition, as most machine designers are 
visual thinkers, graphic display of the robot dynamic 
behavior is essential. Visualization of planned behavior 
via potential functions promises to be a powerful tech- 
nique for graphic display to a machine designer of the 

• ' i  " " " 2  

• "" - ~-'--x ~ /  

Maniputator[~~ ' ~ .  
Fig. 4. Avoidance of an unpredictably moving "invader" by a spherical-coordinate manipulator controlled by 8-bit, 
2 MHz microprocessors. Successive positions of the manipulator end-effector and the invader in the vertical plane at 
100 msec intervals are shown. All of the behavior shown here is the robot's response to a single impedance command 
from the supervisor. 

maximum velocities which may result from a given set of 
commands without computing the detailed trajectories. 
Conversely, as the potential energy function is one of 
the commands, it is readily chosen so that a desired 
maximum velocity is never exceeded. If the command is 
given when the system is at zero velocity (e.g., a work- 
piece has just been grasped) then it is not even necessary 
to know the mass of the grasped object. 

The impedance control strategy described above may 
be a key element in the integration of Computer-Aided 
Design with Automated Manufacturing. Design is more 
than mere part description and requires consideration of 
aspects of part manufacture such as ease of assembly. 
One way for a machine designer to understand the 
constraints imposed by an automated manufacturing 
operation such as robotic assembly is to plan the 
commands necessary for a robot to assemble machine 
components during the process of designing them. If vital 
physical insight is to be gained the designer must not be 
distracted by the true nonlinear dynamic complexity of 
the robot. Cartesian impedance control masks the true 
dynamics of the robot so that its apparent behavior is 
simple and easy to predict - -  that of a mass moving 

consequences of a given set of commands to a robot. 19 
This approach to the integration of CAD and CAM is 
being explored. 38 

CARTESIAN IMPEDANCE CONTROL 

Given a planned cartesian end-point impedance, how 
may it be implemented? One approach, presented below, 
is to express the desired cartesian coordinate impedance 
in actuator coordinates and then use a model of the 
manipulator dynamics to derive the required controller 
equations. Assume the desired behavior is that of eq. (8). 
The kinematic relation between actuator (e.g., joint) 
coordinates and cartesian end-point coordinates provides 
sufficient information to express the desired behavior in 
actuator coordinates. Then, assuming that the kinematic, 
inertial, gravitational and frictional effects provide an 
adequate model of the manipulator dynamics as follows: 

I ( 0 )  dco/dt + C(O,co)  + V( to )  + S(O)  = Tac t + T i .  ,, 

(11) 

an expression for the required actuator torque as a 
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function of actuator position and velocity and end-point 
force can be derived (see Appendix II): 

T~c, = # ( O ) J t ( O )  M ' E[Xo - L(0)] + S(0) 
+ 1(0)J  ' (0) M ' D[V, - J ( 0 ) c o ]  + V(co) 
+ I ( 0 ) J  I (0)  M ' Fro, - J'(0) F~,~ 
- l ( O ) J  ~(0) G(0,w) + C(0xo).  (12) 

This equation expresses the desired behavior as a non- 
linear impedance in actuator coordinates, independent of 
how it is to be implemented. For the purpose of designing 
a control algorithm it may be viewed as a nonlinear feed- 
back law relating actuator torques to observations of  
actuator position, velocity and interface force. The input 
(command) variables are the desired cartesian position 
(and velocity) and the terms of the desired (possibly non- 
linear) cartesian dynamic behavior characterized by M. 
D( ) a n d E (  ). 

The feasibility of  cartesian impedance control has 
been investigated 7, 22 by implementing this nonlinear 
control law to impose cartesian end-point dynamics on a 
serve-controlled, planar, two-link mechanism (similar to 
the nonlinear linkage in a SCARA~ robot). A compari-  
son of computer simulations with hardware performance 
showed that the algorithm remains stable in the face 
of  substantial errors in the parameters of  the manipu- 
lator model, although there is some degradation in 
performance.  7 A simple analysis estimating the compu- 
tation required to implement this controller on a six- 
degree-of-freedom manipulator indicated that the com- 
putational burden is comparable to " e x a c t "  approaches 
to generating manipulator commands such as the re- 
cursive LaGrangia#  4 and N e w t o n - E u l e r  35 methods or 
the configuration space method. ~-~ 

Inverting the kinematic equations of  a manipulator to 
determine a desired time-history of positions in actuator 
(joint) coordinates has been described 36 as one of the 
most difficult problems in robot control. For some 
manipulators (e.g.,  those with non-intersecting wrist 
joint axes) no closed-form solution may be possible. A 
key point to note is that the above algorithm eliminates 
the need to solve the inverse kinematic problem. The 
desired end position is a known command from the super- 
visor; actual end-point position is determined from 
actuator (joint) position; the required actuator force 
(torque) is determined from the desired end-point force, 
which is in turn determined from the desired end-point 
impedance. This is a direct consequence of  the care 
which was taken to ensure that the desired behavior was 
compatible with the fundamental physics of  manipulation 
and was expressed as an impedance. 

If the interface torces and torques in eqs (8) and I12~ 
are eliminated and the position- and velocity-dependent 
terms reduced to linear diagonal forms, this implemen- 
tation of impedance control bears some resemblance to 
the resolved acceleration method. :<' However,  unlike the 
resolved acceleration method, the impedance control 
algorithm presented above is based on desired end-point 
behavior which may be chosen rationally using ap 
preaches such as the optimization technique presented 
below. Furthermore, the impedance control algorithm 
includes terms for coping with external " d i s t u r b a n c e s  
Without the external " 'disturbance" terms (which have 
no counterpart in the resolved acceleration algorithm) the 
manipulator is not capable of  controlled mechanical 
interaction with its environment. Note also that the above 
approach to defining the controller equations is no~' 
restricted to commanded linear behavior and can be 
applied equally well to achieve the more general coupled 
nonlinear behavior of  eq. ~5) 

It is not claimed that the above algorithm is the ontv or 
the best way to achieve a desired end-point impedance. It 
is presented here only to demonstrate that a control law 
capable of  modulating the end-point impedance of ~t 
manipulator may be lormulated. Other approaches to 
controller design such as the nlodel-referenced adaptive 
control method ~l may be used. For impedance control, 
the reference model is the desired impedance. II i:~ 
expressed in end-point coordinates rather than in jc, int 
coordinates j~ but this should present no fundamental 
obstacle to its implementation. 

It is important to remember that feedback control 
strategies represent only one possible way of modulating 
manipulator dynamics. An alternative is to use the intrin- 
sic properties of the end-cffcctor ~ ,0. ~9 or the manipu- 
lator hardware. For example, kinematic redundancies 
may be used to provide a measure of  control over the in- 
ertial component of  the end-point dynamics. As always, 
it is important to remember  that an inertia is funda- 
mentally an admittance; flow (velocity) is determined a~, 
a response to impressed eftbrt (force) and dealing with 
kinematic redundancy is considerably simplified if the in- 
ertia is written in its fundamental causal form as a relation 
determining generalized velocity as a function of general- 
ized momentum rather than vice-versa: 

co = Y(O) h i t31 

where 

Y(0) = I ~(0). ~14) 

Y~(0) is the linkage inertia written in admittance form. To 
help distinguish between the impedance and admittance 

"I" Selective Compliance Assembly Robot Arm. 50 
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forms of the inertia tensor, the term "mobili ty" will be 
used for the admittance form. 

At a fixed configuration, the kinematic transform- 
ations between joint angles and end-point cartesian 
coordinates define not only the relations between 
generalized displacements, flows and efforts in the two 
coordinate frames, they also define the relations between 
generalized momenta: 

h = Jr(O) p. (15) 

These relations may be used to write the mobility in end- 
point coordinates as follows: 

V = W(O)p (16) 

w(0) =J(0) Y(0)J,(e). (17) 

Note that J(0) in these equations need not be square. The 
physical meaning of the end-point mobility tensor is that 
if the system is at rest (zero velocity) then a force vector 

(a) 

pTwp= I 

I 

applied to the end-point causes an acceleration vector 
(not necessarily co-linear with the force) which is 
obtained by premultiplying the force vector by the 
mobility tensor (see Appendix I). 

The control over the end-point inertial dynamics 
afforded by redundant degrees of freedom can be 
represented graphically through the ellipsoid corres- 
ponding to this tensor. The locus of deviations of the 
generalized momentum from zero for which the kinetic 
energy is constant is an ellipsoid, the "ellipsoid of 
gyra t ion" t  .46 As shown in Appendix I, the eigenvalues 
and eigenvectors of the symmetric matrix W(O) define the 
size, shape and orientation of the ellipsoid of gyration in 
end-point coordinates (see Fig. 5a). 

To illustrate the modulation of the end-point mobility 
using linkage redundancy, consider the planar three-link 
mechanism shown in Fig. 2(b). Assuming the links are 
rods of uniform density with lengths in the ratio of 
1 : 2 : 3, Figs. 5 ( b - d )  show the effect on the ellipsoid of 
gyration of changes in linkage configuration for a fixed 
position of the end point. 

An alternative representation of inertial behavior is 
via the ellipsoid of inertia/6 Asada 6 has suggested its use 
as a tool for designing robot mechanisms. However, the 
ellipsoid of gyration is the more fundamental represen- 
tation; it is readily obtained even when the Jacobian of the 
linkage is non-invertible. Also, while the matrix Y(t~) 
may never have zero eigenvalues, (assuming real links 
with non-zero mass) the matrix W(0) may, because of the 
kinematics of the linkage. Thus the end-point inertia 
tensor, the inverse of the mobility tensor, does not exist 
for some linkage configurations. If the inertial behavior 
of the tip is written in the conventional (impedance) form: 

(b) (c) (d) 

Fig. 5. Schematic representation of the influence of kine- 
matic redundancies on the mobility of the end-point (the inverse 
of its effective mass). The ellipsoid of gyration associated with 
the mobility tensor is shown in (a). The eigenvalues are 
inversely proportional to the effective mass in the direction of 
the corresponding eigenvectors and the square root of their ratio 
determines the ratio of the major and minor axes, which are co- 
linear with the eigenvectors. For a planar, three-member 
linkage with links of uniform density and cross section and 
lengths in the ratio 1 : 2 : 3 the effect on the ellipsoid of gyration 
of changing the linkage configuration for a fixed position of the 
end-point is shown in (b), (c), and (d). 

p =  M(0)V (18) 

there exist locations in the workspace for which the 
eigenvalues of the tensor M(0) become infinite. On the 
other hand the worst the eigenvalues of W(0) will do is go 
to zero, which is easier to deal with computationally. 
Again, this is a reminder of the fact that the difference 
between impedance and admittance is fundamental and 
that an inertia is an admittance, not an impedance. 

CHOOSING THE OPTIMUM IMPEDANCE 

The impedance appropriate for a given situation 
depends on the task to be performed. Many manipulatory 
tasks are characterized by a tradeoff between allowable 
interface forces and allowable deviations from desired 
motions. Whether it has been rationally chosen or not, 
the manipulator impedance specifies how that tradeoff 
will be made. As a result one way of determining the 

t Also known as Binet's ellipsoid. 
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appropriate impedance is to specify the task as an 
objective function to be optimized. The appropriate 
impedance may then be determined using optimization 
theory. The derivation of optimum impedances for 
general manipulatory tasks is a topic of some complexity. 
but to illustrate the technique two simplified examples arc 
presented which provide considerable insight into the 
mechanics of manipulation. 

In the first example consider a single degree-of- 
freedom, assume that both the machine impedance and 
the environmental admittance are linear passive dissipat- 
ive elements. The environmental admittance is: 

mize deviations from desired motion while simulta-- 
neously minimizing interface force. Assume this 
objective may be modelled as minimizing a weighted sum 
of squares of deviations of interface force from zero and 
velocity from its commanded value. 

Objective: Minimize Q p2 (V VI ~ + F:' ~"' 

The weighting coefficient pe specifies the allowable 
tradeoff between interface force and motion era)r, 

Q = (p2 + Z 2) ~ / ( l  + Y Z) 2 

V = Y F .  (19) 

The machine impedance is nodic, 2~ that is, its output 
force is a function of deviation from a variable 
(commanded) reference velocity. 

Minimize Q w.r.t, v :  v - =  nun 1/i, (minimize 
commanded velocity) t 28) 
Minimize Q w.r.t. Y: Y - m a x  y(maximize environ- 
mental admittance) (2% 
Minimize Q w.r.t. Z: Z = V' Y. (30) 

F = Z (V - V). (20) 

Combining equations 

V = Y Z  V o (1 + YZ) (21) 
F = Z V/(1 + YZ). (22) 

First assume the task is to maximize the transmission of 
power into the environment. 

3 Objective: Maximize P = F V  = ]/'Z 2 V2/(1 -4- YZ)-(2_) 

Maximize P w.r.t, V: V = max V (maximize 
commanded velocity) (24) 
Maximize P w.r.t. Z: Z = max Z (maximize machine 
impedance) (25) 
Maximize P w.r.t. Y: Z Y = 1. (26) 

Maximizing with respect to V, and Z only yield con- 
ditions for a maximum if the system parameters or 
variables are bounded, and the first two conditions state 
essentially that the machine should operate at the limits of 
its performance. Because in this simple linear static case 
admittance is the reciprocal of impedance, the third con- 
dition states that machine impedance should match 
environmental impedance (after the first two conditions 
have been satisfied). This is a familiar result and is a 
design rule of great versatility, applicable in any situation 
in which a source is to impart maximum power to a load. 

Another common manipulatory task is to make precise 
movements. However, if robot and workpiece interact 
mechanically, a precise path controller may generate 
excessive forces (e.g., if the workpiece is kinematically 
constrained). Thus a common task objective is to mini- 

Minimizing with respect to V and Y only yield con- 
ditions for a minimum if the system variables or para- 
meters are bounded, and the first two conditions state that 
the system should operate on these bounds. The third 
condition states that machine impedance should be pro- 
portional to environmental admittance. This may be 
considered as a designer's "rule of thumb" for manipu 
lation. With appropriate scaling of force and motion the 
weighting coefficient may be made equal to unity, and the 
design rule is: "'match machine impedance to environ- 
mental admittance". If the environment is unyielding, a 
manipulator should accomodate the environment: if the 
environment offers little resistance, the manipulator may 
impose motion upon it. 

Although these results were obtained using an extreme 
simplification of the mechanics of manipulation, this 
simple static analysis captures the essence of the inter- 
action between manipulator and environment, and yields 
an intuitively satisfying result: that power transmission 
and manipulation (at least insofar as manipulation is 
modeled by the objective function of eq. 27) are funda- 
mentally conflicting task requirements. In view of the 
fact that a manipulator must be versatile - -  it may bc 
called upon to transmit power in one phase of a working 
cycle (e.g., accelerate or decelerate a workpiece as fast 
as possible) and manipulate at another (e.g., assemble the 
workpiece to another) - a controllable mechanical 
impedance is imperative. 

Now consider a simple dynamic case. Assume the 
environment is a rigid unconstrained workpiece and that 
the dynamics of the coupled system are given by eq. (10) 
with linear elastic and viscous terms. If the inertia tensor 
of the workpiece, M ,  has the form of eq. (4) then the 
combined inertia tensor, M + M, also has this form. In 
this case the coordinate axes of the end-point may be 
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rotated to suit the task without generating off-diagonal 
terms in the inertia tensor, i.e., without introducing any 
inertial coupling between degrees of freedom of the end- 
point . t  The inertia tensor of the workpiece will not in 
general have this form, but because of the enormous 
simplification afforded by decoupling the degrees of 
freedom, (e.g., accelerations co-linear with applied 
forces) it may be worthwhile to tune the apparent end- 
point inertia of the manipulator so that the combined 
inertia tensor of the coupled system has the form of eq. 
(4). In the following example this will be assumed. 

If a potential field is definable (as in the target- 
acquisition and obstacle-avoidance examples above) then 
the stiffness is symmetric and it is always possible to 
rotate the coordinate axes so as to diagonalize the stiff- 
ness tensor. If in addition the viscosity tensor is sym- 
metric and has eigenvectors co-linear with those of the 
stiffness tensor, the general six degree-of-freedom 
problem decomposes into six single degree-of-freedom 
problems and each degree of freedom may be dealt with 
separately. In the following example only a single degree 
of freedom will be considered. 

Consider the task of maintaining a fixed position in the 
face of unpredictable (or merely ullpredicted) pertur- 
bations from the environment. (These might be due to 
excitation forces from a power tool.) To reflect the 
paucity of a-priori information about the perturbations 
they will be modeled as a zero-mean, Gaussian, purely- 
random process of strength S. 

The tradeoff implicit in this task will be described (as 
before) as minimizing the sum of squares of forces and 
motion errors. The objective function is: 

OO 

a = jo{(FIF, o~) 2 + I (X - X)/Xto~] 2} dt. (31) 

F,o j is an allowable force tolerance, Xto ~ is an allowable 
position tolerance. Minimization of this objective 
function with respect to the impedance parameters k and 
b is presented in Appendix III and yields the following 
results: 

kop , = F t o , / X , o  , (32) 

bop, = x/(2 kopt m). (33) 

In this simple case the optimum stiffness is equal to the 
ratio of force tolerance, F,o ~, to position tolerance, X,o r 
With no penalty on velocity errors, the optimum damping 
is such as to yield a second-order Butterworth pole 
configuration. 

Viewed simply as an optimization problem, these 
results are the well-known solution to the second-order 
feedback regulator problem. 26 Their importance in this 
context is two-fold: First, they demonstrate that a trade- 
off modeled by an objective function such as eq. (31) can 
be used to determine the appropriate manipulator 
impedance. The analysis expresses the required 
impedance command to the manipulator in terms of 
readily obtained meaningful quantities - -  the force and 
position tolerances - -  associated with the task. 

Second, and more important, the results are expressed 
in terms of the mechanical behavior of the end-effector 
regardless of  how that behavior is achieved. The optimal 
impedance may be implemented by any means, using a 
feedback control law or manipulator redundancies or 
otherwise, permitted by a given manipulator design. For 
example, the primate neuromuscular system has the 
capacity to change its mechanical impedance by 
simultaneous activation of opposing muscles 27, 50 and the 
above analytical technique has been used to derive a 
prediction of this behavior consistent with experimental 
observation, is, 20 

In this simple analysis the external forces were almost 
completely unmodeled as the assumption of a purely 
random process is tantamount to an assumption of 
complete unpredictability. The analysis demonstrates 
that even with extremely little information about the 
environment, the interaction between manipulator and 
environment may be controlled so as to meet task specifi- 
cations. Naturally, the more information about the 
environment that is available, the better one would expect 
the system performance to be. However, this suggests the 
tantalizing possibility that the impedance may be chosen 
to tradeoff performance against need for information 
about the environment. This is a topic for further 
research. 

SUMMARY AND DISCUSSION 

This paper has presented a fundamental approach to 
manipulation. Because by its nature manipulation 
requires mechanical interaction between systems, the 
focus of the approach is on the characterization and 
control of interaction. By assuming that no control 
system may make a physical system behave like any- 
thing other than a physical system, several simple but 
fundamental observations may be made: Command and 
control of an interaction port vector such as position or 
force is not enough to control dynamic interaction 
between the systems; the controller must also command 

af Of course the gyroscopic terms accompanying high-speed 
angular velocity of the end-point have not been eliminated. 
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and control a relation between port variables; in the most 
common case in which the environment is an admittance 
(e.g., a mass, possibly kinematically constrained) that 
relation should be an impedance, a function, possibly 
nonlinear, discontinuous and/or dynamic, specifying the 
force produced in response to a displacement or velocity 
imposed by the environment. Even more important, if the 
environment is an admittance, the total impedance is 
expressible as a sum of component impedances, even 
when the components are nonlinear. 

The techniques outlined in this paper are an extension 
of conventional planning and control strategies. The 
essence of the approach to cartesian impedance planning 
is to assume a controller capable of imposing a simple 
behavior on the naturally complicated behavior of the 
end-effector. The choice of a realistic but appropriately 
simple form for the imposed impedance makes the prob- 
lems of predicting and planning the behavior of the 
complete controlled system (manipulator and environ- 
ment) tractable. Simplifying assumptions of symmetry 
permit the general end-point behavior to be decomposed 
along orthogonal degrees of freedom. Restricting 
attention to impedances with exact differentials (force 
fields with zero curl) permits the definition of potential 
functions. In a sense, the use of potential functions maps 
dynamics into statics. This opens up new (and consider- 
ably simpler) ways of planning and performing tasks 
such as obstacle avoidance. 

Because impedance is a relation between the variables 
of the interaction port it embodies an allowable tradeoff 
between their values which is implicit in the specification 
of many manipulatory tasks. As a result optimization 
techniques may be used to derive the impedance appro- 
priate to a task from a specification of the task. A simple 
but revealing static example was presented which demon- 
strated a fundamental difference between power trans- 
mission and manipulation and (by analogy) highlighted 
the need for impedance control in manipulation. In a 
simple dynamic example, stochastic optimization theory 
was used to express the appropriate impedance in terms 
of force and motion tolerances independent of the way the 
impedance is implemented, e.g., without assuming feed- 
back control. The method is general and has been applied 
to a nonlinear system. ~5, 2~ 

Once selected, an impedance may be implemented in 
a number of ways, using to advantage the resources of a 
specific manipulator. A feedback control algorithm for 
imposing cartesian impedance on a general nonlinear 
manipulator was presented. Because care was taken 
to express the desired behaviour as an impedance, 
compatible with the fundamental mechanics of manipu- 
lation, solving the inverse kinematics problem is 
unnecessary. It was also shown that a possible alternativc 
is to use the intrinisic mechanics of the manipulator such 

as "'redundant'" degrees of freedom to modulate its 
dynamic behavior, and again the distinction between 
impedance and admittance is fundamental. 

An advantage of impedance control is that it permits a 
unified treatment of many aspects of manipulator control. 
Real mechanical interaction may be treated in the same 
framework as tree (unconstrained) motions by using the 
concept of virtual interaction. Targets to be acquired and 
obstacles to be avoided are unified as different types of 
virtual interaction. This is important because often a 
single workpice is both target and obstacle. For example. 
a motor housing inside of which a bearing is to be 
mounted combines both the aspects of a target (the 
bearing must go inside it) and the aspects of an obstacle 
(collision with the housing must be avoided). ~ Path 
control 35 4~ rate c o n t r o l ,  4v 4~¢ acceleration control. 2~' 
force control, 23. 42 the hybrid combination of force and 
position control in orthogonal directions needed fi~r 
dealing with pure kinematic constraints, ~ and stiffness 
control 4° may be considered in a single framework by 
regarding them as important special (or degenerate) 
causes of impedance control (e.g., position control: 
maximize impedance; force control: minimize impe 
dance: stiffness control: linear, static impedance) but 
most important, the applicability of impedance control 
extends beyond the workless conditions imposed by free 
motions or pure kinematic constraints to include the 
control of energetic interactions such as are encountered 
when using a power tool? 4 Essentially, impedance 
control is an attempt to unify the control of " t ranspoW 
tasks (which are the philosophical underpinning of 
conventional robot control) with the control of "inter- 
active" tasks such as the use of tools. 

The versatility of the approach stems from the tact that 
impedance is a fundamental aspect of manipulator 
behavior. It is a natural "'language" for describing and 
communicating desired and achieved interactive 
behavior. The complete end-point impedance may be 
decomposed and because of the inevitable presence of an 
admittance (e.g. mass), these components may be re- 
combined by simple superposition. Primitive components 
of a commanded manipulator behavior such as those 
represented by the potential functions of Fig. 3 may bc 
combined by simple addition and the result is a member 
of the same family, another potential function (see Fig~ 
3): Thus impedances have some of the features desirable 
in a language. Potential functions also lend themselves t¢~ 
graphical representation and consequently, impedance 
control is naturally suited to both symbolic and graphical 
data bases and may facilitate the integration of Robotics 
and Computer Aided Design. 

Impedance control promises to be particularly useful 
for understanding, controlling and coordinating the 
actions of mutually interacting manipulators, such as the 
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fingers of a hand, the hand and the arm, or two arms. 
Using this approach each subsystem presents a simple 
behavior to the other subsystems. As a result, prediction 
and control of the combined behavior of the entire system 
is simplified. The ultimate goal of this effort is to under- 

stand the subtleties of adaptive tool-using, one of the 
distinguishing features of primate behavior. Impedance 
control may provide the basis of an understanding of tool- 
using behavior and permit its practical implementation on 
an amputee's artificial limb or on an industrial robot. 
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A P P E N D I X  I 

Generalized inertial systems and the mobility tensor 

Any mechanical linkage is a generalized inertial system. 
The defining property of  an inertial system is its ability to 

store kinetic energy,  defined as the integral of (general- 
ized) velocity with respect to (generalized) momentum. ~ 
At any configuration defined by the generalized coordi-  
nates (e.g. ,  the joint  angles 0 for the linkages of  Fig. 2) 
the kinetic energy is a quadratic form in (generalized) 
momentum. 

twice-contravariant tensor. To distinguish it from its 
inverse, the inertia tensor I, (symmetric,  twice- 

convariant) Y will be termed the mobility tensor. -'~ 
A knowledge of  the geometric relation between 

coordinate frames is sufficient to transform any tensor 
from one frame to another. As the joint angles are a set of 

generalized coordinates,  /or any configuration of  the 
linkages of  Fig. 2 the end-point coordinates are related to 
the joint angles via the kinematic transformations. 

E~ = t/2 h 'Y(O)h.  x = L(O). 

From Hamil ton 's  equations, 43 the (general ized)  
velocity is the momentum gradient of  the kinetic energy. 

Differentiating these transfl)rmations yields the relation 
between velocities (at any given configuration). 

H ( h , e )  = & ( h , e )  

d e / d r  = 09 = V h H  = Y(e)h .  

Kinetic energy is commonly confused with kinetic co- 
energy. The two are not identical and are related by a 

Legendre t r ans fo rm s 

E * =  0 9 t h - E a  = 0 9 ' Y  i09 _ 1/209~yI y y  ~09 

E * =  V209' Y ~ (0)  09 = I/2 (o'  1 ( O )  09. 

At any configuration kinetic co-energy is a quadratic 
form in (generalized) velocity and its velocity gradient is 
the (generalized) momentum, s 

h = l(O) 09. 

For a generalized inertial system, Y is a symmetric,  

dX/dt = V = J(O) co 

J(O) in these equations is the configuration-dependent 
Jacobian. As the coordinate transfl)rmation does not 
store, dissipate or generate energy, incremental changes 
in energy are the same in all coordinate frames. This 
yields the relation between forces in each coordinate 

frame. 

dE = T ' d e  = F 'dX = F J  ( e ) d e .  !' 

At any given configuration. 

T = J'(O)V. 

The same approach yields the relation between the 
momenta in each coordinate frame. 
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dE k = dh'¢o = dp'V = dp'J(O)c~. 

At any given configuration 

h = Y(O)p. 

These relations may be used to express the mobility in 
end-point coordinates. 

V = J ~  = J Y  h = JYJ 'p .  

Denoting the end-point mobility by W(O) 

I V ( e )  = JYJ' 
v = w ( e ) p .  

The physical meaning of the mobility tensor is that if 
the system is at rest an applied force will produce an 
acceleration equal to the force vector premultiplied by the 
mobility tensor. At rest, dO/d t  = 0 and hence: 

dV/dt = Jdoo/dt  

doo/dt = Ydh/d t .  

From the generalized Hamilton 43 

dh/dt = T - Vo H. 
At rest h = 0, hence H(h,O) = E k = 0 andVo H = 0. 
Thus: 
dH/dt = T 
dV/dt = J Y J ' F  = WF.  

As the mobility tensor is symmetric it may be diagonal- 
ized by rotating the coordinate axes to coincide with its 

eigenvectors. A force applied in the direction of an eigen- 
vector (when the system is at rest) results in an acceler- 
ation in the same direction equal to the applied force 
multipled by the corresponding eigenvalue. The eigen- 
values represent the inverse of the apparent mass or 
inertia seen by the applied force or torque. 

Because the kinetic energy is a quadratic form in 
momentum, it may be represented graphically by an 
ellipsoid (see Fig. 5), the ellipsoid of gyration3 6 This 
may be thought of as the set of all momenta which 
produce the same kinetic energy (an isokinetic contour in 
momentum space). The lengths of the principle axes of 
the ellipsoid of gyration are inversely proportional to the 
square roots of the eigenvalues, proportional to the 
square roots of the associated apparent mass or inertia. 
The long direction of the ellipsoid of Fig. 5 is the 
direction of the greatest apparent inertia. 

In the general case when the system is not at rest the 
relation between applied force and resulting motion is (in 
general) nonlinear and must be written in terms of a 
complete set of state equations for the inertial system. A 
convenient set of state variables are the Hamiltonian 
states, generalized position (e.g., 0) and generalized 
momentum (h). The state and output equations are in the 
form of a generalized admittancC I as follows. 

State equations: 

dh/dt = -Vo[ 1/2 h'Y(e)h] + J'(O)F 
de/dt  = Vh  [% h'Y(e)h] = Y(e)h. 

Output equations (position and velocity): 

X = L(O) 
V = J(O)Y(e)h. 

A P P E N D I X  II 

A f e e d b a c k  law f o r  i m p e d a n c e  contro l  

Assume that the desired end-point behavior to be 
imposed on the manipulator is given by: 

MdV/dt  - D(Vo - V) - E(X o - X) = Fro,. 

Assume that an adequate model of the manipulator 
dynamics is: 

l(e) d~o/dt + c(e,o~) + V(co) + s(e) = Tac , + Tin t. 

In this equation, I(O) is the configuration-dependent 
inertia tensor for the manipulator, C(O,o~) are the inertial 
coupling terms (due to centrifugal and coriolis acceler- 
ations), V,(o~) includes any velocity-dependent forces 
(e.g., frictional) and S(O) includes any static configur- 
ation-dependent forces (e.g., gravitational). Any 

actuator dynamics have been neglected and the actuator 
forces (or torques) Tac t a r e  assumed to be the control 
input to the manipulator. 

The equation for the desired behavior may be 
regarded as a specification of the desired end-point accel- 
eration which is to result from an external force im- 
pressed on the manipulator admittance. 

dV/dt = M-~E(Xo - X) + M - D ( V  ° - V) + M IFin t. 

The corresponding acceleration in actuator coordinates is 
obtained by differentiating the kinematic transformations. 

dV/dt = J(O) do~/dt + c4e,,o) 
where G(O,w) = [d{J(O) o~}/dt] co 

dco/dt = J-I (O)  [dV/dt - G(O,¢o)]. 



I 12 Robotics & Compu le r  Integrated Manufactur ing  • Volume I. Number  1. I t;~4 

Each of the impedance terms in the desired end-point 
behavior may be expressed in actuator coordinates using 
the kinematic transformations (see Appendix I). 

E(X, - X) = E[X ° - L(O)] 
D ( V  - V) = D [ V  - J(O) co]. 

T 
~ c  

= l ( O ) J  ~(0) M ' E [ X  - L(O)] + S(O) 
(position terms) 

+ I ( O ) J  ' ( 0 )  M ~DIV - ,l(O)w] + V(~0) 
(velocity terms) 

+ l (O)J  ' ( o ) m  J F', , ,-- . / '(e)F,, , ,  
I li)rce terms) 

-- l ( e ) J  '(e) G(O,oo) + C(O,o~). 
(inertial coupling terms) 

For the purposes of  controller design, each of these terms 
may be regarded as a component of  a desired feedback 
law relating the control input T ,  to measurable 
variables O, co and Fro,. The complete control law is 
obtained by substitution. 

Note that although this equation does require the inverse 
Jacobian, it does not require the inverse kinematic t rans  
formation and only requires the tbrward kinematic 
equations. This is important in those cases in which no 
closed form for the inverse kinematic transformation 
exists. 

A P P E N D I X  I I I  

Opt ima l  i m p e d a n c e  f o r  a o n e - d i m e n s i o n a l  d y n a m i c  

sy s t em  

The system equations in phase variable form are: 

:]i]rol [o] = + x +  F 

- k / m  - b /  Lk/mJ , /  

The interface force is: F = k ( X  - X) + bV.  

The objective function to be minimized is: 

( 3 O  

Q = ~,, t (F/Ft,,,) 2 + [ ( X -  X)/Xtol ]2 }dt .  

The Pontryagin function is: 

- -  m 

H = b 2 V 2 4- 2kb  X V  + Ik 2 + p~) X:  + 2k, X V  

+ ~ : ( V  2 -  X V b / m  - X 2 k / m )  

+ X ( S / m : -  2 ~ b / m  - 2 X - V k / m ) .  

The minimizing conditions are: 

O H  

Ok 
- 0 = 2b ~ + 2kX -2 - X: X ~ / m  - 2~k 3 X-V/m. 

The external force Fx, is a zero-mean, Gaussian, 
purely random process of  strength S. Thus: 

O H  

Ob 
-- 0 = 2b  V --7 + 2kX--V - ~: X-V/m - 2~k 3 VS/m.  

E [Fx, (t)] = 0 E [ F  xt(t ) Fext(t 4- 7) 1 = 36(7"). 

In steady state X = X ,  V = 0 thus without loss of  
generality assume X ° = 0. 

The covariance propagation equations are: 

X 2 = 2 X V  

X V  = V 2 - X V  b / m  - X :  k / m  
.._t__ 

V 2 = S / m  2 -  2 V  --7 b / m -  2 X V  k / m .  

Because of the random forcing, the optimum impedance 
is obtained by minimizing the expectation of the objective 
function subject to the constraints imposed by the con- 
variance propagation equations. Writing p2 = F,o/X,,, ' 

1 
_ _  ( 3 0  - -  

E[Q]  _F,,,I_ 2 J o{ b2 V2 + 2 k b X V +  (k 2 + p2)X2}dt .  

The LaGrange multipliers are determined from the co- 
state equations: 

O H  
O X  2 - -X ' ,  = (k 2 + p2) _ X, khn.  

O H  

O X V  

O H  

o V  ~ 

- X2 = 2kb  + 2 k ~ -  ~,  b /m  - 2X2k/m.  

= --  )~3 = b2  4- ~k 2 - 2X~ b / m .  

Assuming a steady-state solution exists, it may be 
obtained by setting all rates of  change to zero. Manipu- 
lating the resulting equations yields: 

X V  = 0 



V"'~_ S 
2bm 

X'--~ =__&S 
2bk" 
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kop t = F, ol/Xto ~ 

b 2 opt = 2kopt m 

bop t = (~/2koptm). 

113 

kZop, = p2 


